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ABSTRACT. A study on the concept of “personalized information
filtering” system was carried out. Natural-Language Processing (NLP)
was used to tag the words, and metrics such as TF-IDF was used to
weigh each term in the document. Relevance feedback was used to get
users’ judgments. The approach promises to push relevant information
directly to the user in a timely and efficient manner.
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Introduction

As tremendous amount of information is created and delivered over
electronic media, effective management of the potentially infinite flow of
information is getting increasingly difficult for individuals to control.
Similarly, just as more and more users are getting online, it is getting
increasingly difficult for people even experts to find information unless one
knows exactly where to get it from and how to get it. It is however more
likely that an expert involved in a knowledge intensive task would recognize

the usefulness of the information he or she receives.
Knowledge Management is a technique used by organizations and
communities to improve how business is conducted by leveraging data and
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information that are gathered, organized, managed, and shared. Knowledge
management could also be referred to as the management discipline that is
concerned with creating, preserving, and applying the knowledge that is available
within an organization. Typically, this is done using techniques such as training,
process modeling, experience databases, and networking of experts.

Information filtering is an approach for sourcing for useful materials
online, filtering irrelevant ones and bringing the relevant ones to a user’s
desktop. It is a push approach that pushes knowledge to the user (connecting
knowledge to people). It is one of the three disciplines that try to cope with
the problem of information overload and information mismatch due to the
large amount of digital information available on the World Wide Web.
Others are Information Retrieval and Text Categorization.

Tools to regulate the flow are urgently needed to prevent computer
users from being drowned by the flood of incoming information [MIT09].
One of such tools is “Information Filtering”. According to [Z+07],
“information seekers are unable to specify their information needs precisely
and accurately due to the lack of training or unfamiliar with the collection
makeup and retrieval environments.

Queries submitted to search engines by Web users are generally very
short and contains only several keywords. These short queries are not able
to reflect the underlying intentions of web users. This often leads to
information overload and information mismatch problems. If large amount
of returned hits must be gone through manually, Web users are likely
frustrated and they may not get any useful information. Therefore, it is very
desirable to develop efficient personalized information gathering systems to
meet what users want, which is'the major focus of this paper.

1 Literature Review

Many researches have been carried out by several people to deal with web
information overload and mismatch problems. These are done in order to
filter online information and deliver the relevant ones to the user. These
researches include topics in knowledge management, information retrieval,
information filtering, etc. to mention but a few. This review talks briefly on
the purpose of research in an academic environment, it also discusses the
discipline of knowledge management, followed by the concept of “push
technology” which automatically provides readers with information via the
internet without them specifically requesting for it. It then goes on to discuss
the on-going research in the technique of information filtering.

146



Anale. Seria Informatica. Vol. VIII fasc. 2 — 2010

Annals. Computer Science Series. 8" Tome 2" Fasc. — 2010

1.1 Information Filtering

Information filtering could be defined as a push approach that pushes information
to the user (connecting knowledge to people). It is one of the three disciplines
(others are Information Retrieval and Text Categorization) that try to cope with
the problem of information overload and information mismatch due to the large
amount of digital information available on the World Wide Web. As a result of
their common goal, these three disciplines have some characteristics in common
but a lot of differences as well [NanO1].

An information filtering system is a system that removes redundant or
unwanted information from an information stream using (semi)automated or
computerized methods prior to presentation to a human user [Wik09].
Information filtering systems can help users by eliminating the.irrelevant
information and by bringing the relevant information to the user's attention.
Filters are mediators between the sources of information and their end-users.
Information Filtering is based on the requirements that:

a) It should be able to assess relevance of information entities based on their
content and not on some surrogate representation of this content;

b) It should be able to minimize the individual’s interaction with the system,;
and

c) It should be able to adjust to changes in the needs and interests of the user.

The focus of Traditional Information Retrieval research is the
development of algorithms and models for the retrieval of textual
information from document repositories. Text Categorization is concerned
with the problem of automatically assigning a class label or subject
descriptor to texts that belong to the same class and thus their subsequent
retrieval. Information Filtering is also an information access activity that
deals ~with the filtering of a dynamic stream of incoming textual
information, according to evolving user interests or needs. Information
filtering systems can help users by eliminating the irrelevant information
and by bringing the relevant information to the user's attention. Filters are
mediators between the sources of information and their end-users [Pal00].

1.2 Related Works on Information Filtering

The discipline of personalized information filtering, that has only recently
become fashionable with the emergence of intelligent information agents
and personal assistants, is now entering the domain of knowledge
management [GAD98]. The Knowledge Pump system for example, uses
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community-centred collaborative “trust” between users within a given
category of documents [GAD98]. According to this approach, a document is
presented to a user if it was highly rated by another individual whose
judgements the user trusts.

A more interesting approach is followed by the Knowledge Sharing
Environment (KSE) system. KSE is a system of information agents for
organizing, summarizing, and sharing knowledge from a number of sources,
including WWW, an organization’s intranet or from other users [DSWO98].
Each user has his information agent, which maintains a user profile that
represents the user’s information needs and interests. The user profile
comprise a number of user specified phrases or terms and is- refined
according to its usage as it will be explained below. KSE agents provide a
number of knowledge management services.

The role that information filtering technology can play in the
development of knowledge management systems was investigated by
[Nan0O1]. He stated that knowledge-based systems suffer from a number of
disadvantages in the way personalization of information delivery is
supported, and that technology and human-oriented considerations indicate
that to support the delivery of relevant enough information, a KM system
has to be flexible enough to changes in the individual’s information needs as
these are implied by his task at hand.

For the realization of an Information Filtering system for the Web,
[MMS98] presented a system capable of selecting HTML/text documents,
collected from the Web, according to the interests and characteristics of the user.
The system was based on a hybrid architecture, where an artificial neural network
is integrated into a case-based reasoner. The system, based on a user modelling
component, is designed for building and maintaining long term models of
individual Internet users, and acts as an intelligent interface for the Web search
engines. It selects the documents according to the confext interests (and non-
interests) of the user; as desumed by the system through the interaction, making
use of a User Modelling ad-hoc subsystem, particularly conceived for Internet
users. The vector space model was used as the basics, made up of sets (called
clusters) of pairs (term,), with ferm a word and context an object whose purpose
is to disambiguate possibly ambiguous terms using words before and after that
word. An evaluation of their system was first conducted through real-time access
to the World Wide Web.

In dealing with web information and mismatch problems, [Z+07]
presented a web information gathering method which integrates the search
intent based filtering and pattern based data mining technology together to
alleviate Web information overload and mismatch problems. The design of
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the web information system included two phases: the ontology-based user
profiling, and pattern discovery. The information filter, based on user search
intents, was used to quickly filter out the likely irrelevant data, and then a
data processing was carried out on the “cleaned” — reduced data by
improving upon the orthodox data mining method, pattern taxonomy
(PTM), with their new method called Filtering-based Web Information
Gathering (FWIG), that rationalizes the data relevance.

2 Methodology

The profiles used by the filtering system consist of terms which are matched with
the contents of the documents. Research in Artificial Intelligence, basically
Genetic Algorithm and Artificial Evolution motivates the learning mechanism.
The learning mechanism used by intelligent agents is. relevance feedback
[JTWO7] and genetic algorithm [Z+07]. According to [MIT09], Information
filtering is effectively a dynamically changing search problem. In this project,
relevance feedback would be used as the learning mechanism.

2.1 The Vector Space Model

The Information Filtering agent is modeled as a population of profiles (profile
individuals) [Z+07]. The representation used for profiles and documents is based
on the vector space representation, commonly used in information retrieval
literature. In'the vector space representation, documents and queries are both
represented as vectors in some hyper-space. A distance metric which measures the
proximity of vectors to each other is defined over the space. When a query is
received, it is translated into its vector representation and document vectors in the
proximity of the query vector are retrieved in response to the search. The advantage
of using a common vector space for both documents and queries is that a document
can also be used as a query itself i.e. one can find documents that are similar to a
given document. Once the document-query is translated to a vector, the same
distance metric can be used as for other queries. This property of vector spaces is
quite useful for the current application, since users can provide samples of
interesting articles as an alternative to constructing intelligent queries.

Profiles are analogous to queries in information retrieval [MITO09].
Usually, a profile searches part of the database looking for articles that are
similar to it. It searches for documents that match itself and recommends
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them to the user. The user can provide feedback for the documents
recommended. Profiles and documents’ representations are described below:
Documents

According to [BDS94], a “term” is used for text identification. Since the
terms are not all equally important for content representation, importance
factors (or weights) are assigned to the terms in proportion to their
presumed importance for text content identification. A text is then
representable as a vector of terms where w represents the weight of term in
text. The documents can contain other information such as the author of the
document, the source of information, etc. It is therefore necessary to
generalize the term-vector representation mentioned above. The generalized
representation used is as follows:

A document consists of many fields. Each field is‘assigned terms to be
used for identifying purposes. Since the terms are not all equally important,
they are assigned weights. A field is thus represented as a term-vector.
wjj 1s the weight of term in field. The subseript i can be “a”(uthor),

“k”(eyword), “I”(ocation) and so on. The superscript indicates that Ff’ isa
document field, (as opposed to a profile field described below).

Since a document consists of many fields, it-is represented as a set of field-
vectors. Formally,

D=F/ (Egn 1)
where D is a document and F, is a field in the document.
Profiles
A profile consists of a number of fields, like author, location, keyword, etc.
Each field is a vector of terms; each of which is weighted in proportion to its

importance for identification purposes. The profile stands for some user
interest and it is a set of fields with field-weights,

— [ (EP p
p={E" WE")} (Eqn 2)
where W (Fp, ) gives the weight of the field F;”in profile P. The superscript

p indicates that F,” is a profile-field and not a document field. Each profile

1

field F,” is represented identically to a document field:
P _ p
Fl. =< W > (Eqn 3)

Field Extraction

The fields of the document representation must be extracted from the
document itself. All document fields except the keyword field are directly
extracted from the header lines of the article. The keyword field is generated
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from the text of the article. The term-vector for the keyword field is
obtained through a full text analysis of the documents.

A well known term weighting method for the vector-space model in
information retrieval literature is adapted for this information filtering where
the weight of a term depends on its frequency of occurrence in the text and
the number of documents it appears in. The weight of a keyword-term is the
product of its term frequency (zf), which is the occurrence frequency of the
term in the text (and it is normally reflective of the term importance), and its
inverse document frequency (idf), which is a factor which enhances the
terms which appear in fewer documents, while downgrading the terms
occurring in many documents [NanO1], [MMS98]. The weight wy of the
term ty is given as

Wy =tfy Xid; (Eqn 4)
Where tf, is the number of occurences of term #; in document 7, and idf, is

the inverse document frequency of the term in the collection of documents
[BLPOO]. A commonly used measure for the inverse document frequency is

idf, =1+1log( ) (Egn 5)

df, +1

Where N is the total number of documents in the collection in which term #;
appears once or more; df defines the number of times that term #; appears in
the collection. This boosts the influence of rare terms [BLPOO]. The
collection of documents is the context within which the inverse document
frequencies are evaluated.

Learning from feedback

There are two ways in which the user can communicate with the agent by
providing feedback about interesting articles. The first way is to provide positive
or negative feedback for the articles retrieved by the agent (or one of its profiles).
Secondly, the user can provide examples of articles that the agent did not retrieve,
which is an example of programming by demonstration. In this project, the user
will be making use of the first approach.

2.2 The Natural language Processing (NLP) library

Tagging of words was done through a lexicon tool derived from the
knowledge within the NLP library. OpenNLP is both the name of a group of
open source projects related to natural language processing (NLP), and the
name of a library of NLP tools written in Java by Jason Baldridge, Tom
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Morton, and Gann Bierner. The tool works by getting the words in a
document and categorizing them into their various parts of speech
representation, such as noun, adjective, verb, etc. Part-of-speech tagging is
the act of assigning a part of speech (sometimes abbreviated POS) to each
word in a sentence [OB10].

Having obtained an array of tokens from the tokenization process, we can
feed that array to the part-of-speech tagger. The POS tags are returned in an
array of the same length as the tokens array, where the tag at each index of the
array matches the token found at the same index in the tokens array. The POS
tags consist of coded abbreviations conforming to the scheme.-of the Penn
Treebank, the linguistic corpus developed by the University of Pennsylvania. It
uses tags such as shown in figure 2.1 below to tag the words, and it is a useful
tool in analyzing the document to be used as a query.

CC Coordinating conjunction RP Particle

CD Cardinal number SYM Symbol

DT Determiner TO to

EX Existential there UH Interjection

FW Foreign word VB Verb, base form

IN Preposition/subordinate  VBD Verb, past tense
conjunction

JJ Adjective VBG Verb, gerund/present participle

JJIR Adjective, comparative VBN Verb, past participle

JIS Adjective, superlative VBP Verb, non-3rd ps. sing. present
LS List item marker VBZ Verb, 3rd ps. sing. present

MD Modal WDT wh-determiner

NN Noun, singular or mass WP wh-pronoun

NNP Proper noun, singular WP$ Possessive wh-pronoun
NNPS Proper noun, plural ~ WRB wh-adverb

NNS Noun, plural > Left open double quote
PDT Predeterminer ,  Comma

POS Possessive ending " Right close double quote

PRP Personal pronoun . Sentence-final punctuation
PRP$ Possessive pronoun : Colon, semi-colon

RB Adverb $ Dollar sign

RBR Adverb, comparative ~ # Pound sign
RBS Adverb, superlative ~ -LRB- Left parenthesis *
-RRB- Right parenthesis *

Figure 2.1: POS tags Listing by Pen Treebank
Source: [OB10]

OpenNLP is both the name of a group of open source projects related to
natural language processing (NLP), and the name of a library of NLP tools
written in Java by Jason Baldridge, [OB10]. It provides a number of natural
language processing tools based on maximum entropy models. The tools used in
the C# programming language are: a sentence splitter, a tokenizer, a part-of-
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speech tagger, a chunker (used to "find non-recursive syntactic annotations such
as noun phrase chunks"), a parser, and a name finder.

2.3 The Personalized Filtering Model

Sample
Document

A 4

Database
Storage

Intensity

Internet
Connection

Web
document

Stemming
A
A\ 4 A\ 4
Stopwor Lexico
A A
Transform docs v v
into text format < > Filtration < »  Stemming

Filtered and
stemmed textual
docs

A

A

Present the documents to
the user

Figure 2.2. The Personalized Information Filtering Model
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3 System Implementation and Performance Evaluation

The proposed system described in section 2 was implemented in C-sharp
(C#) language using Microsoft Visual Studio 2008 in Microsoft Vista
operating system. Figures 3.1 (a and b) represent the forms needed for the
request for few pieces of personal information from the user based on the
domain categories submitted by the intended user to the designer, prior to
the release of the system, for example, the extent to which he wants
information on the categories, a sample document to serve as an alternative
to constructing intelligent queries, the search region (whether local, web,
etc, (and other areas of interest, if necessary).

(=] & =

o' user first interview
File

userinterview | [@] end interview | [ quit | @] exit

Query

InfaSearch:

}@mple Document

Add a New Document

groupBox8
@ Local ) Nigeria ) Web
oo

a2l user first interview EI = @
File
userinterview | [ endinterview | [@ quit | @] et

| PP

domain categories
A0,
1 database L}
A0,
1 knowledge management L
A0,
u networking L}
A0, s
1 datamining LJ
A0,
1 visual analytice L

m o

(a)

(b)

Figure 3.1. User’s first interview

This information, collectively taken as user profile, is then entered
into a “server-side” database (generally, a ‘“server side” database is a
database that is kept on a push content provider’s computers or “servers

(figure 3.2).
154




Anale. Seria Informatica. Vol. VIII fasc. 2 — 2010

Annals. Computer Science Series. 8" Tome 2" Fasc. — 2010

@9 Information Filtering - Microsoft Visual Studio

File Edit View Build Debug Data QueryDesigner Test Tools Window Help

1~ = B - - | b | Debug - | o R e B B - o
= @ = [ Change T
Server Explorer - UserProfile: Que..ONFILTERING.MDP) | SampleDocs: Qu...NFILTERING.MDF) | Start Page | Form2.cs| Forml.cs
3| el DomainlD DomainMame  Extent
=~ [JJ Data Connections > OcadeSde-d database 7
= InformationFiltering. mdf
s InfermationFiltering.m 1d4a811F-7 knowledge ma... 10
.. 3 Database Diagrams
. T3 Tables 7b807423-9 networking 4
. & [ FilteredDocs b3147451-d visual analytics 3
- [E] DoclD c4f537F8-F data mining 5
[El DocName * NULL NULL NULL

=] DocPath

(a)

FilteredDocs: Qu.. JONFILTERING.MDF) | Program.csé SampleDocs: Qu..NFILTERING.MDF)| Analysis.csé | Form2.cs® | FiterReadercs | Forml.csd ¥ X
DodD Dochame DocPath Content Term TermFreq InverseDF Distance Weight

4 14310 - Using L, C\Users\kenni., - QUT Digital Re.,  QUTDigitalRep... 0.00080.000800.. 169311683116, 0123567861012, (0.001354480.0
12d73Ta-1 main C\Userstkenni., /**Tochange.. /Tochangethist. 0.020330.0100.. -Infinity-Infinit.. (123436780101 -Infinity-Infin
BuB20f1f-3 DetermineKeys  C\Users\kenni., /**Tochange.. /Tochangethist. 0.0078164840.0.. 16931-Infinityl.. 0123436789101 0.01320618-I

¥ |NULL NULL NULL NULL NULL NULL NULL NULL NULL

(b)

!  FiteredDocs: Qu..IONFILTERING.MDF) ;"Programuﬂ' SampleDocs: Qu...NFILTERING.MDF) | Analysis.cs3| Form2.cs2| FilterReader.cs | Forml.csé ¥ X ]
| DodD DocMame DocPath DocType Feedback Content Term TermFreg InverseDF
| 3 cajd?] Borghoff_U_M C\Users\kenni... 1d4a811f-7 MNULL Information Te.. InformationTec... 0.01230.010400.. -Infinity-Infin
219j5359-6 dbaselfszn C\Users\kenni...  72d73f7a-1 NULL /**To change... /Tochangethist.. 0.01011.540400.. 1-Infinity2. 0%
49d63eb5-c kleeneClosure  C\Users\kenni... 72d73f7a-1 NULL /**Tochange... /Tochangethist.. 0.010.8400100.. 2.0986-Infinit]
§70gmub-d know-it C\Users\kenni... Ocadedde-d NULL NULL NULL NULL NULL
BjdwT3k-2 kleeneClosure  C\Users\kenni.. 72d73f7a-1 NULL /**To change... /Tochangethist.. 0.010.8400100.. 3.3026-Infinit]
ca09d3fa-3 DeterminefDs  C\Users\kenni... 72d73f7a-1 NULL /**Tochange... /Tochangethist.. 0.01380541700.. 2.0986-Infinit]
nd85hzdt-7 14310 - Using L. C\Users\kenni.. 1dda811f-7 NULL QUT Digital Re...  QUTDigitalRep... 0.00080.00080.0... 111111111111
nd85hzbt-7 Borghoff UM C\Users\kenni... 0a6cbd&f-0 NULL Information Te... InformationTec.. 0.01230010400... -Infinity-Infin
uddhdlde-t Determinekeys  C\Users\kenni... 72d73f7a-1 NULL /**To change... /Tochangethist.. 0.0078164340.0.. 2.9458-Infinit]
* NULL NULL NULL NULL NULL NULL NULL NULL NULL

(c)

Figure 3.2. Information Filtering Database

This database is then used to determine what information the user
might be interested in and when that information should be sent to the user.
To know the search intent of the user, the user has to first fill in a form —
user profile, stating the extent to which he wants information on the
interested domains of knowledge. He can also supply sample documents as
an alternative to constructing intelligent queries (Figure 3.3).
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E = : 5] I - — -
ol user first interview - | o5l user first interview = | &l
File File
userinterview || endinterview | [g] quit |[& edt userinterview | [g@] end interview | [@ quit | [ et
Cuery domain cateqories
InfoSearch: el
oo%a | database L)
sl et
Sample Document | knowledge management
14310 - Using Information Filtering in Web
main
DetermineKeys 1 0 1
| networking L}
Add a New Document S
e .
groupBoxd o U 0...+1
@ Local Nigeria Web Bl aa
0| [0

Figure 3.3. User Profile containing the user’s information need

As the system is not assumed to be omniscient or omnipotent, its role
is to present information it “‘believes’ would be of best interest to the user,
but it is the user that decides whether a document is really of great value or
not. Hence,. relevance feedback is used to get user’s judgement of the
presented-information. The feedback for a particular document is received at
the upper right corner of figure 3.4. The NLP tool is used to tag each word
in the presented document, and determines the keywords that best describes
the document.

Conclusion and Future Works

This study discussed the technology behind the automatic distribution of
selected data to user’s computer at prescribed intervals without them
specifically requesting for it, such as the e-mail. The concept of
“personalized information filtering” system was examined, which is a
“push” concept, to automatically filter out irrelevant materials and bring the
relevant ones to the user’s attention based on the user profile representing
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the user’s interests and needs, so as to better reflect on his decision making
processes and thus acquire new knowledge; and thus providing added
convenience for the knowledge seeker.

File

- Saple Docurerts Fitered Documents | Document Anelyss

IQUTNN Digital.J RepostoryNNP hitp//eprintshNS edulNN au/ZhouNN XjuanNN andCC LiNNP YuefengNN - »
BruzaNN PeterNP WuNNP ShenghN TangNN XUNNP YueNN LauliN RaymondNP YNNP KNNP 20074N [
singVBG InformationNNP FieringVBG inlN WebNNP DataNF MiningVBG ProcessNNP ProceedingshiNP |
s EEE/WIC/ACMNN Intemationak] ConferenceNNP oniN inteligenceNNP pageshNS ppNN 163NN 163NN |~
; (SiiconNNP ValleyNNP LISANNP ENN Copyright NNP IEEENN Personalld useNN ofIN thisDT materiakld isVBZ
-~ Detemingf ipemnttedVBN HoweverRB pemission M ta TO reprint/republish NN forlN advertising VB orCC promotionaldJ
ipurmoseshINS creafingVBG new collective ) worksNNS resaleNN redistribution N servershINS listsNNS
ireuseVB anyDT copyrighted VBN componertNN workNN otherdJ mustMD be VB obtainedVEN fromIN theDT
(ZhoulN FaculyNN TechnologyNNP QueensiandhNP UniverstyNNP BrisbaneNNP QLONN AustraliaNP
IADDONN xNN y2NN phN auFW sth studentNN Department NNP SystemsNNPS CityNNP HongNNP KonghNP
ITatVB CheeNN AvenueNP KowloonNN raylauliN cityuNN HkcNN AbstracthINP amountNN growingVBG
IrapidyRB improvingVBG eficiencyNN accuracyNN retrievalJ uphil J battieNN ThereEX areVBP twoCD
lundamentzl issuesNNS regardingVBG effectivenessNNS gatheringVBG mismatchNN overoadNN tacklsVB
IheseD'T dfficut ) anDT integretedVVBN sophisticated . processing VBG mode!NN hasVBZ beenVEN
ipresentedVBN paperhIN fist ) phaseNN propasedVBN schemeNN fiterhN thatIN basedVBN userhN searchNN
intentsNNS wasVED incomorated VBN quickiyRE outIN inelevart.J second)J aDT pattemNN taxonemyNN
FTMNN cariedVBD reduced VBN rationalizesNNS relevanceNN byIN applyingVBG techriqueshNS
imvolvesVBZ moreJR igorous ) computationshINS SeveralJJ expermentshNS haveVBF conducted VBN
resubsNINS showhN effectiveJJ efficient.] accessNNS achievedVBN INN IntroductionN recent) yearshNS
hingVBG becomingVBG mostRBS ) wayNN finding VBG TraditionallyRB enginesNNS orlyRE
idealdd wih N usershNS directlJ querieshiNS #tPRP quieRE oftenRB seekersNNS unabledd spectyVB theirPRP
18 needsVBZ preciselyRB accuretelyRB duel lack NN treiningVBG unfamiiarJ collectionNN makeuphN
lenvirormentshINS submited VBN generallyRB veryRB short J containingVBG keywordshINS notRB ableJd
et VIR mrerkina VRS el leark\/R7 rmhlemeNNS FIN Iama. Ll retimed VRN hitehINS mnl/R thuchIN

(- main

| Thrash [ Saved [ Sample Documents  Domain Categories

frem Frequency Inverse TF Distance Weight &
or [ 1 0 D
Digtal 00008 1 1 D08
Repostory: 0.0008 1 2 D.0008
fitp://eprints 00008 |1 3 D00m8
edu Infirity finity 5 Infinty
au/Zhou 0.0008 1 6 0.0008
Yojuan Infirity Ifinity 7 Infinty
and Infinity _-Irmnny § Irfinity
li Infirity finity § Infinty
Yugfeng Infirity finity 1 Infinty
Bruza Infirity Ifinity 12 Infinty
Peter Infirity _-Irmnny 13 Infinty
Wy Infirity finity 15 Infinty
Sheng Infirity finity 16 Infinty
Tang Infinity finity 17 Infinity -
= ||| — — —

¢ A0 nBm

.'.

Figure 3.4. Document Analysis

The approach was to request for a few pieces of personal information
from the user, for example, the extent to which he wants information on his
stated categories, the kind of articles he is interested in, a sample document
to serve as an alternative to constructing intelligent queries, and the search
region (An information filtering system may require more as needed). A
lexicon tool from Natural Language Processing (NLP) was used to tag the
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words in a document breaking them down into their various parts of speech,
and metrics such as TF-IDF was used to weigh each term in the document.
Relevance feedback was used to get user’s judgment of the presented
information. The result of the work shows that instead of having
information seekers to visit a corporate website only to have to hunt for
relevant information, this technology holds the promise of pushing that
relevant information directly to the user.

Finally, the system designed in this work dealt with the problem of
information mismatch and information overload by filtering irrelevant
materials and bringing the relevant ones to the user’s attention. It provided
added convenience for the knowledge seeker by minimizing user’s
interaction with the system. There is also the possibility of bypassing the
web altogether. Future works intends to build standardized architecture for
filtering systems upon which other systems can be built. Also, enabling the
overall security of the user’s system is another area to. consider for future
work.
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